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Bayesian and parsimony approaches reconstruct equally informative trees from simulated morphological datasets
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Tree topologies are a primary output of phylogenetic analysis. As such, it is important to select a method of tree reconstruction that produces useful and instructive tree topologies. Morphological systematists generally advocate either parsimony methods, using either equal or implied weighting, or Bayesian methods, which employ an explicit probabilistic model of evolution. The performance of these methods has been evaluated by simulating morphological datasets from a known tree topology, and calculating how accurately each method reconstructs the generative tree.

Here I contend that this focus on accuracy risks neglecting another aspect in which trees can be informative: precision. If both of these aspects of information are considered simultaneously, recommendations for phylogenetic practice are quite different. Parsimony methods with implied weighting can rival the performance of Bayesian approaches, whereas trees identified using ‘equal weights’ are less informative and more likely to be misleading. Summary or consensus trees generated by any method can usually be made informative be collapsing poorly supported nodes.
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Morphological phylogeny is the principal means by which observations of fossil taxa are applied to questions of evolutionary history. Parsimony analysis has long been the analytical approach of choice, but recent years have seen a welcome exploration of likelihood-based methods analogous to those used so widely with molecular data. Because true evolutionary trajectories are seldom known, however, it is difficult to evaluate how effectively either approach actually reconstructs evolutionary history.

One pragmatic way to address this question is to ask which method can best reconstruct a known tree from which a dataset has been artificially simulated. The first study to pose this question (Wright and Hillis 2014) favoured a likelihood-based approach, but comes with the notable caveat that the best-performing model, the Mk model (Lewis 2001), is the one used to generate the data. Later studies (O’Reilly *et al.* 2016; Puttick *et al.* 2018) established that a likelihood-based approach was still more accurate when a non-Mk model was used to simulate datasets, though it will always be difficult to demonstrate that any model used to simulate data directly encapsulates all of the processes that contribute to the properties of real morphological datasets (Goloboff *et al.* 2018*a*, *b*). Subsequent work has consistently found that the Mk model is more accurate than equally-weighted parsimony, which in turn is more accurate than parsimony under implied weights (Congreve and Lamsdell 2016; Puttick *et al.* 2017, 2018; O’Reilly *et al.* 2018).

Importantly, a focus on accuracy alone can lead to an erroneous prejudice against methods that, by default, produce highly-resolved trees (Brown *et al.* 2017). It has been suggested that any inherent tendency for precision might be countered after completing an analysis by collapsing the least-supported nodes, which are the most likely to be inaccurate (Goloboff and Szumik 2015; Goloboff *et al.* 2018*a*). This recognizes an inherent trade-off between accuracy and precision, which represent two different but fungible components of the information contained within a tree (Mackay 1953). Despite an implicit acknowledgement that any increase in accuracy comes at the expense of precision, the barter between these two quantities has not been rigorously explored.

Focussing on accuracy alone (as do Congreve and Lamsdell 2016) is clearly unsatisfactory: no tree is more accurate than a single polytomy that resolves no relationships incorrectly (because it resolves none at all). The other extreme is to value precision alone (Carpenter 1988), which represents a preference for error over ignorance, as better-resolved trees will typically contain a higher proportion of erroneous nodes. We should prefer instead trees that contain as much information as possible about the true tree, where both precision and accuracy contribute to the total information content of a tree. By way of analogy, a sundial on a bright day (which is somewhat precise and somewhat accurate) conveys more temporal information than a stopped clock (perfectly precise, but entirely inaccurate) or the imprecise (yet perfectly accurate) statement “it is daytime”.

To evaluate trees based on their information content, we require a measure that allocates higher values to trees that more informatively describe a comparison tree (in our case, the tree that was used to generate a simulated dataset). The value of this measure should not be influenced by any information-neutral barter between precision and accuracy, such as a gain in accuracy obtained at an equivalent loss of precision by collapsing a selection of weakly supported nodes. This requirement necessitates that the measure can be applied to incompletely resolve trees.

Because phylogenetic trees are not vectors, there is no natural scale against which they can be compared (Penny and Hendy 1985). Whilst it is possible to measure distances between edge-weighted trees in multi-dimensional space (Billera *et al.* 2001; Owen and Provan 2011), parsimony methods only evaluate topologies, rather than trees with meaningful edge lengths. As such, there are a variety of measures of comparing topologies (Kuhner and Yamato 2015), each with limitations. A subset of these measures (Penny and Hendy 1985; Steel and Penny 1993; Nye *et al.* 2006) are only defined when both trees are bifurcating, and thus cannot be applied to trees that are not perfectly resolved.

The quartet metric counts the number of four-taxon trees that are present as subtrees of each tree under consideration (Estabrook *et al.* 1985; Steel and Penny 1993). It is in many regards preferable to the more widely used symmetric difference measure (Penny and Hendy 1985), a refinement of the Robinson-Foulds partition metric (Robinson and Foulds 1981), which counts the proportion of edges (i.e. bipartitions or splits) present in each tree that are absent in the other. The quartet metric has a much greater range of possible values, allowing it to distinguish between relatively minor differences, whereas the limited range of integer values available to the symmetric difference measure constrains it ability to distinguish similar trees from more dissimilar trees. Moreover, the symmetric difference measure exhibits some counterintuitive properties: its value can reach its maximum value in a pair of trees that differ only in the position of a single tip (Steel and Penny 1993); and moving a single tip to a particular location can generate a higher distance metric than moving both that tip and its immediate neighbour to the same point. This undesirable bias does not occur under the quartet metric.

Both of these methods are nevertheless able to distinguish between precision and accuracy. Given a pair of trees, a quartet or node *E* will satisfy one of five conditions (Estabrook *et al.* 1985): it may be resolved in the same way (*s*) or a different way (*d*) on each tree; resolved in tree 1 only (*r*1); resolved in tree 2 only (*r*2); or unresolved in both trees (*u*). (2*d* + *r*1 + *r*2) / 2*E* provides an information-based measure of tree dissimilarity that reflects both accuracy and precision; this quantity corresponds to the quartet dissimilarity metric or the normalised symmetric difference metric for quartets and nodes respectively (Bandelt and Dress 1986). These metrics reflect the number of quartet or node modifications taken to change from one tree into the other: each of the *d* + *r*1 entities that are present in the first tree must be removed, and each of the *d* + *r*2 entities unique to the second tree must be added. This view suggests an analogy with the Kullback-Leibler divergence (Kullback and Leibler 1951), though as neither quartets nor nodes are independent, they do not satisfy the statistical properties of Shannon-Weiner information. A high value of either metric may represent high resolution (but some misinformation) or high accuracy (tempered by low resolution), or some intermediate compromise.

I used the quartet dissimilarity and normalised symmetric difference metrics to revisit the results of two simulation studies that evaluate different methods of phylogenetic reconstruction, in order to establish whether the results obtained remain valid when precision is considered alongside accuracy as a desideratum.

# Methods

## Data analysis

Congreve and Lamsdell (2016; CL hereafter) simulated 55-character matrices from a bifurcating 22-tip tree using a Markov *k­*-state 1 parameter model (Mk1, Lewis 2001) with a gamma parameter (Wright and Hillis 2014). O’Reilly et al. (2016; OR hereafter) simulated character matrices containing 100, 350 and 1000 characters from a bifurcating 75-tip tree using a modified HKY85 (Hasegawa *et al.* 1985) model.

I used TNT v1.1 (Goloboff *et al.* 2008) to conduct parsimony searches on each of these matrices under equal and implied weights, using the parsimony ratchet (Nixon 1999) and sectorial search (Goloboff 1999) heuristics (search options: xmult:hits 20 level 4 chklevel 5 rat10 drift10). I took a strict consensus of all optimal trees obtained under equal weights, and under implied weights (Goloboff 1993) at the concavity constants used in each respective study (CL: *k* = 1, 2, 3, 5 and 10; OR: *k* = 2, 3, 5, 10, 20 and 200). For each dataset I generated a further strict consensus of all trees that were optimal under any of the concavity constants – excluding the unreasonable value of *k* = 1, as this represents the extreme philosophy (Smith and Caron 2015) that each step beyond the first makes a negligible contribution to tree score.

I also generated majority-rule consensus trees in MrBayes 3.2.2 (Huelsenbeck and Ronquist 2001) using an Mk model (Lewis 2001), with rates distributed according to a gamma parameter. I combined results from four runs of four chains, sampling every 10 000 generations for 10 000 000 generations, then discarding the first 40% of samples as burn-in (topology parameter: 0.999 < PSRF < 1.001; ESS > 400). Scripts are provided in the Supplementary Information.

With the results of each dataset, and for each analytical configuration, I generated 20 further trees by progressively lowering the resolution of the most resolved tree. Under the Mk model, I collapsed clades with a posterior probability of < *x*%, with *x* varying uniformly from 50–100. In parsimony analyses, strict consensus trees were produced from forests of trees that were suboptimal by up to *x* steps (TNT command subopt *x*; bbreak;), with *x* corresponding to the integers 1..20 for equal weights, and drawn from a logarithmic distribution (0.730...19, 2.5×10−3→1×100) for implied weights.

For each tree, I calculated the condition of each quartet and partition relative to the generative tree. Quartet methods used the new R package SlowQuartet, which uses explicit enumeration to calculate the condition of each quartet, an O(*n*4) approach that is only practical for trees with up to a few dozen tips, but supports polytomies. A quicker O(*n* log *n*) solution (Sand *et al.* 2014) was applied to pairs of bifurcating trees. Partition measures were calculated using the R package phangorn (Schliep 2011). To generate summary statistics, *s*, *d*, and *r2* were calculated for each tree relative to the bifurcating generative tree (*r*1 = *u* = 0), and the mean of each of parameter was calculated for each analysis at each value of *x*.

## Visualization

The overall information content of a tree reflects both its precision and is accuracy. Plotting tree scores against resolution (O’Reilly *et al.* 2016; Puttick *et al.* 2017, 2018) has the drawback that precision affects both of these quantities; such plots will be dominated by autocorrelation, making them difficult to interpret. As a measure of tree score reflects which of three exclusive states (correctly resolved, incorrectly resolved, or unresolved) is represented by each countable unit (a quartet or a node), the natural plotting device is a ternary plot. The three corners of each plot then correspond to the proportion of quartets or partitions that are the same in both trees (*s*), different in both trees (*d*), and unresolved in at least one tree (*r­*1 + *r*2 + *u*). Plots were generated in R using the Ternary package (Smith 2017), oriented such that the *y* direction corresponds to tree quality, and the *x* direction to precision.

Each tree recovered maps to a single point in ternary space, which denotes the accuracy and precision of that particular tree. Collapsing the least-supported node in a given tree generates a new tree that is less precise and either more accurate (if the collapsed node happened to be incorrect) or less accurate (if the collapsed node was a node that also appears in the reference tree). This new, less resolved tree will correspond to a point closer in the *x* direction to the fully-unresolved corner of ternary space; collapsing subsequent nodes will yield a path that depicts the gain or loss of accuracy as precision is progressively sacrificed. To visualize the net effect of this barter, I have plotted the mean path for each dataset under each analytical configuration.

# Results

With the Congreve and Lamsdell datasets, there is no significant difference (at *p* = 0.01) between the quartet divergence of the best trees generated by the *Mk* model or implied weights (*k* ∈ {2, 3, 5, 10}), but the best trees generated by equal weights, or implied weights with *k* = 1, are significantly worse than those produced by the other methods (Figure 1).

Implied weights generated the highest precision, but not the highest accuracy. Collapsing the least-supported nodes initially increases the accuracy (i.e. proportion of correctly to incorrectly resolved nodes), leading to a trivial increase in the overall informativeness of the tree. After a point, however, the gain in accuracy no longer offsets the information lost by collapsing nodes, and the tree diverges increasingly from the generative tree. The lower resolution of the equal weights and Bayesian results means that they do not experience this initial increase in tree quality: collapsing nodes immediately increases divergence from the generative tree.

Similar results occur if partitions are used instead of quartets to calculate tree divergence (Figure 2). The accuracy of implied weights (*k* ∈ {2, 3, 5, 10}) and Bayesian analysis are statistically indistinguishable (at *p* = 0.01) at any given level of precision, whereas equal weights and implied weights with *k* = 1 generate trees that are significantly worse. Relative to the more robust quartet measure, however, collapsing nodes more readily improves the partition score of a tree: optimal trees are obtained once relatively many nodes have been collapsed – indicating that the partition measure emphasizes accuracy over precision. These overall patterns and relationships continue to hold if datasets with a low consistency index are excluded.

The same patterns can be observed in the O’Reilly *et al.* datasets (Figure 3): at any given level of precision, the best trees generated by the *Mk* model are similar in accuracy to those generated under implied weights (except with very small values of *k*), but are more accurate than those generated using equal weights.

# Discussion

The strict preference for accuracy (i.e. minimization of the number of incorrect nodes) over resolution espoused by Congreve and Lamsdell (2016) can be visualised as a preference for trees that are closest to the upper right edge of the ternary space (Figure 4). This philosophy illustrates the danger of examining only the most resolved tree that a given method can produce (as discussed by Brown *et al.* 2017): the best-resolved tree of equal weights falls closer to this edge than the best-resolved trees under equal weights, but this simply reflects the poor resolving power of equal weights; this approach would prefer a single polytomy that resolves no nodes and therefore obtains the optimal score of zero incorrect nodes.

Divergence metrics offer a more meaningful way to evaluate methods. Using an approach that quantifies all aspects in which a tree might be informative – i.e. both accuracy and precision – it is clear that equal weights and the extreme implementation of implied weights with *k* = 1 are substantially less accurate than other methods at any given level of precision (Figure 4).

In general, the increase in accuracy attainable by intelligently reducing resolution (Goloboff 1995; Salisbury 1999; Goloboff and Szumik 2015) more than compensates for any reduction in precision. Practitioners are likely to improve the overall quality of their results by collapsing the most weakly supported nodes, which are more likely than not to represent misinformation. There is a limit, of course, to how much resolution might be profitably sacrificed; interestingly, the choice of tree comparison metric has a large impact on where this optimal trade-off lies. As a rule of thumb, implied weights parsimony will generate trees of a similar accuracy to Mk trees if they are reduced to an equivalent resolution by collapsing their least-supported nodes – removing a reason to prefer Bayesian analysis to parsimony (cf. O’Reilly *et al.* 2016). Still more accuracy might be yielded from each collapsed node if more sophisticated measures of node support (e.g. Giribet 2003; Goloboff *et al.* 2003) prove more effective at identifying incorrect nodes.

# Implications for practice

I recommend that future simulation studies employ the quartet dissimilarity metric to compare trees with the generative tree (or, if there is a particular reason to count nodes, the normalised symmetric difference metric), so that comparisons reflect information from both precision and accuracy. Ternary diagrams represent a natural method of displaying the relative contributions of accuracy and precision to tree quality.

Analysis on these principle demonstrates that, at least in the simulation studies analysed herein, the results of parsimony analysis are neither more nor less useful than those of probabilistic analyses in reconstructing evolutionary history. The caveat is that parsimony analysis must employ a sensible weighting scheme; implied weighting should be employed with a moderate concavity (*k*) value. Extremely low values (*k* < 3), or extremely high values (i.e. equally weighted parsimony, which is mathematically equivalent to implied weights with an infinite concavity constant) are likely to yield results that are less informative about evolutionary history, with this lack of information representing a combination of imprecision and inaccuracy; results arising under such values do not merit biological interpretation.

As neither Bayesian nor parsimony analyses generate consistently superior results, researchers may wish to explicitly compare the results of both methods; observations common to both methods are particularly likely to be well supported by underlying data.
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# Data availability

The SlowQuartet package will be submitted to the CRAN repository when the review process is complete. Its vignettes and provide detailed examples of situations where existing tree distance measures produce undesirable results, and depict analytical results for each individual Congreve & Lamsdell dataset.

Reviewers can access the SlowQuartet package at https://github.com/ms609/SlowQuartet

Supplementary data files have been uploaded to FigShare, 10.6084/m9.figshare.5659195

Reviewers can access this repository at: https://figshare.com/s/46744779f750495e527b
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# Figure legends

**Figure 1.** **Status of quartets in trees recovered from Congreve and Lamsdell datasets.** Points denote the average number of quartets that are the same as the generative tree (*Same*), resolved differently to the generative tree (*Different*), or not resolved (*Unresolved*). Each series indicates the effect of progressively collapsing the least-supported nodes in trees generated by analysis of datasets simulated by Congreve and Lamsdell (2016) under the specified analytical parameters. An increase in the *x* direction corresponds to a decrease in quartet dissimilarity (more informative trees); an increase in the *y* direction corresponds to a decrease in precision (less resolved trees).

**Figure 2. Status of partitions in trees recovered from Congreve and Lamsdell datasets.** Points denote the average number of nodes that are the same as the generative tree (*Same*), resolved differently to the generative tree (*Different*), or not resolved (*Unresolved*). Each series indicates the effect of progressively collapsing the least-supported nodes in trees generated by analysis of datasets simulated by Congreve and Lamsdell (2016) under the specified analytical parameters. An increase in the *x* direction corresponds to a decrease in symmetric difference (more informative trees; cf. Robinson-Foulds distance); an increase in the *y* direction corresponds to a decrease in precision (less resolved trees).

**Figure 3. Status of quartets in trees recovered from O’Reilly *et al.* datasets.** Points denote the average number of quartets that are the same as the generative tree (*Same*), resolved differently to the generative tree (*Different*), or not resolved (*Unresolved*). Each series indicates the effect of progressively collapsing the least-supported nodes in trees generated by analysis of datasets with 100, 350 or 1000 characters simulated by O’Reilly *et al.* (2016) under the specified analytical parameters. An increase in the *x* direction corresponds to a decrease in quartet dissimilarity (more informative trees); an increase in the *y* direction corresponds to a decrease in precision (less resolved trees).

**Figure 4. Measuring tree quality.** Congreve and Lamsdell (2016) equated tree quality with the number of incorrect nodes. On this measure, the most resolved trees obtained under equal weights are better than the most resolved trees under implied weights, but worse than a single polytomy. Reducing the precision of trees obtained under implied weights by collapsing the nodes with the least support produces trees that are more accurate (higher proportion of correct nodes; lower number of incorrect nodes). At any given level of precision, equal weights produces the least accurate trees. The most informative (vertically highest) trees strike a balance between precision and accuracy.